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Let W-t, denote the set of unitary upper Hessenberg matrices of order n with nonnegative
subdiagonal elements. These matrices bear many similarities with real symmetric tridiago-
nal matrices, both in terms of their structure, their underlying connections with orthogonal
polynomials, and the existence of efficient algorithms for solving eigenroblems for these
matrices. The Schur parameterization of H",, provides the means for the development of
efficient algorithms for finding eigenvalues and eigenvectors of these matrices. These al-
gorithms include the QR algorithm for unitary Hessenberg matrices [9], an algorithm for
solving the orthogonal eigenproblem using two half-size singular value decompositions [1],
a divide-and-conquer method [10, 5], an approach based on matrix pencils [6], and a uni-
tary analog of the Sturm sequence method [7]. Aspects of inverse eigenproblems for unitary
Hessenberg matrices are considered in [3] and efficient algorithms for constructing a unitary
Hessenberg matrix from spectral data are presented in [13, 3].

Unitary Hessenberg matrices ars fundamentally connected with Szeg6 polynomials; i.e.,
with polynomials orthogonal with respect to a measure or. the unit circle in the complex
plane [8]. In particular, the Schur parameters of a unitary Hessenberg matrix H E 'H"
are the recurrence coefficients of the Szeg6 polynomials determined by a discrete measure
on the unit circle. Moreover, the monlc Szeg6 polynomial of degree I-is th" chiracteristic
polynomial of the leading principal submatrix Hk, of H = H,. The zeros of the Szeg6



polynomial of degree n, which are the eigenvalues of H, are the nodes of the discrete
measure. Furthermore, the weights of the measure are proportional to the squared moduli
of the first components of the normalized eigenvectors of H. Algorithms for eigenproblems
and inverse eigenproblems for unitary Hessenberg matrices are therefore useful in several
computational problems in signal processing involving Szeg6 polynomials.

Eigenproblems for unitary Hessenberg matrices naturally arise in several frequency esti-
mation procedures in signal processing, including Pisarenko's method [2] and the composite
sinusoidal modeling method [11].

In [12], an efficient and reliable algorithm is presented for discrete least-squarej approx-
imation on the unit circle by algebraic polynomials. This algorithms also applies to the
special case of discrete least-squares approximation of a real-valued function given at arbi-
trary distinct nodes in [0, 27r) by trigonometric polynomials. The algorithm is based on the
solution of an inverse eigenproblem for unitary Hessenberg matrices presented in [3]. This
algorithm is an updating procedure in that the least-squares approximant is obtained by
incorporating the nodes of the inner product one at a time. Numerical experiments show
that the algorithm produces consistently accurate results that are often better than those
obtained by general QR decomposition methods for the least-squares problem.

In [4] an algorithm is presented for downdating the Szeg6 polynomials and given least-
squares approximant when a node is deleted from the inner product. This scheme uses the
unitary Hessenberg QR algorithm [9] with the node to be deleted as a shift. This algorithm
can be combined with the fast Fourier transform (FFT) when the given nodes are a subset
of equispaced points. This situation arises, for example, when an FFT is performed on a
data set with some missing or spurious values. Moreover, the updating and downdating
procedures, based on solving inverse eigenvalue problems and eigenvalue problems, can be
combined to yield a sliding window scheme, in which one node is replaced by another.

References

[1] G.S. Ammar, W.B. Gragg and L. Reichel, On the eigenproblem for orthogonal matrices.
In: Proceedings of the 25th Conference on Decision and Control, IEEE, New York, pp
1063-1066, 1986.

[2] G.S. Ammar, W.B. Gragg and L. Reichel, Determination of Pisarenko frequency esti-
mates as eigenvalues of an orthogonal matrix. In: F.T. Luk (Ed.), Advanced Algorithms
and Architectures for Signal Processing H, Proc. SPIE 826, pp 143-145, 1987.

[3] G.S. Ammar, W.B. Gragg and L. Reichel, Constructing a unitary Hessenberg matrix
from spectral data. In: G.H. Golub and P. Van Dooren (Eds.), Numerical Linear
Algebra, Digital Signal Processing and Parallel Algorithms, Springer, New York, pp
385-396, 1991.

[4] 0 S. Ammar, W.B. Gragg and L. Reichel, Downdating of Szeg6 polynomials and data
fitting applications. Lin. AIg. Appl. 172, pp 315-336, 1992.

[5] G.S. Ammar, L. Reichel, and D.C. Sorensen, An implementation of a divide and con-
quer algorithm for the unitary eigenproblem. ACM Trans. AMath. Software, to appear.



[6] A. Bunse-Gerstner and L. Eisner, Schur parameter pencils for the solution of the
unitary eigenproblem. Lin. Alg. Appl. 154-156, pp 741-778, 1991.

[7] A. Bunse-Gerstner and C. He, A Sturm sequence of polynomials for unitary Hessenberg
matrices, preprint.

[8] W.B. Gragg, Positive definite Toeplitz matrices, the Arnoldi process for isometric
operators, and Gaussian quadrature on the unit circle (in Russian). In: E.S. Nikolaev
(Ed.), Numerical Met!hods in Linear Algebra, Moscow University Press, Moscow, pp
16-32, 1982.

[9] W.B. Gragg, The QR algorithm for unitary Hessenberg matrices. J. Comput. Appl.
Math. 16, pp 1-8, 1986.

[10] W.B. Gragg and L. Reichel, A divide and conquer method for unitary and orthogonal
eigenproblems. Numer. Math. 57, pp 695-718, 1990.

[11] L. Reichel and G.S. Ammar, Fast approximation of dominant harmonics by solving
an orthogonal eigenvalue problem. In: J. McWhirter et a]. (Eds.), Proc. Second IMA
Conference on Mathematics in Signal Processing, Oxford University Press, pp 575-591,
1990.

[12] L. Reichel, G.S. Ammar and W.B. Gragg, Discrete least squares approximation by
trigonometric polynomials. Math. Comp. 57, pp 273-289, 1991.

[13] T.-L. Wang, Convergence of the QR Algorithm with Origin Shifts for Real Symmetric
Tridiagonal and Unitary Hessenberg Matrices. Ph.D. Dissertation, Dept. of Mathemat-
ics, University of Kentucky, Lexington, KY, 1988.



DISTRIBUTION LIST

Director (2)
Defense Tech Information Center
Cameron Station
Alexandria, VA 22314

Research Office (1)
Code 81
Naval Postgraduate School
Monterey, CA 93943

Library (2)
Code 52
Naval Postgraduate School
Monterey, CA 93943

Professor Richard Franke (1)
Department of Mathematics
Naval Postgraduate School
Monterey, CA 93943

Dr. Neil L. Gerr (1)
Mathematical Sciences Division
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Richard Lau (1)
Mathematical Sciences Division
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Harper Whitehouse (Code 743) (1)
NCCOSC RDT&E Division
271 Catalina Blvd.
San Diego, CA 92152-5000

Keith Bromley (Code 7601) (1)
NCCOSC RDT&E Division
271 Catalina Blvd.
San Diego, CA 92152-5000

John Rockway (Code 804) (1)
NCCOSC RDT&E Division
271 Catalina Blvd.
San Diego, CA 92152-5000

Professor William B. Gragg (15)
Department of Mathematics
Naval Postgraduate School
Monterey, CA 93943


